Proprietary Information Notice
This presentation contains confidential and proprietary information of Al & Beyond.
Unauthorized use, disclosure, or distribution is strictly prohibited. All rights reserved.

Alone

Thoughts and Provocations

ai .« beyond

] |
@j_bindra ; Cha
29 Nov 20245&5

i il

),

jaspreet bindra

THETECHWHISPERER




We are on the cusp of a new era
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ON ARTIFICIAL INTELLIGENCE
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Al -Recap

Unstructured

Supervised & Unsupervised algorithms learn from

3 human or machine feedback.
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What Powers Generative Al?

https://www.aiandbeyond.ai/
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Large Language Models (LLMs) and Generative Al

« LLMs are neural networks that have been
trained on massive bodies of text to process
and, in particular, generate language &Q

Human language appears to be a unique

 Ingesting millions of sentences, paragraphs, and "}ﬁ;\ waidoich m::.];;g:ﬁ:m g
even samples of dialogue, they learn the e |
statistical patterns that govern how each of W Aoy Couey)
these elements should be assembled in a \%ﬁ =
sensible order Izquetes.com
« LLMs are effectively the world’s most powerful Why
autocomplete technologies o —
» The model strategizes to be plausible instead of Can’t Learn
truthful Language
and Only
Humans Can
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Architecture that powers
the model

Model can create new content

o 2 &
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Convercational Initially trained on a

huge amount of

text
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ABC: The Building Bloc

Algorith ms

Posttional
Encoding

Inputs

Outputs
(shifted right)

Big Data

2010
2 zettabytes

2035
2142 zettabytes

ks of Al

Compute

2045
OTheacceIerating pace of change... ...
r 1 World
Agricultural Industrial __.Lw__ - B% Moon =  HIQ P ey 109
Revootion “~|_es [~ Revolation ““221 bl tanging - Juame

©) ... and exponential growth

e «Will lead

in computing power ... to the
Computer technology, shown 3
here climbing dramatically
by powers of 10, is now
progressing more each —— Apple Il —_—
hour than It did in its At 3 price of $1,298, Sido tnle
entire first 90 years the compact . r
machne was one of
UNIVAC | the first massaely Sur
The fiest commer PP personal
Clally marketed compers o
Colossus bl o
N tabulate the U.S. ¢
SOHPUTF!!/AMSINOS The dlectronk prosmigorsny i
31000 y computer, with 943 cu " ‘
1,500 vacuum
tubes, helped the | 100,000
Analytical engine Bntish crack German
Never fully buit codes during WW il :‘E‘
Charies Batdage's | ( ™
Ivontion was Arerd P o ’
Gosgned 10 sohe ;¥ Power Mac G4
Computational and . “: ‘ .s\l H ' The fiest porsonal
Jogcal prodiems l\'l(.. TR 1 computer 10 Geliver .
o WD more than 1 bilion
me)  SSKC floating point
W Lt o e ? 0Peratons per
e ey
. [ e second
. 0 2000
s 0.00001
T T T
1900 190 1940 1960 1980 won 010 045

jaspreet bindra

THETECHWHISPERER



Agents are the New Platform

Abilities

Goals/Preferences
Agent

Prior Knowledge >

Actions
Observations

Past Experiences
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Evolution of the customer

' STANDALIZED

PRODUCTS
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Aspect Industrial Customer Digital Customer

Choice Limited, Abundant, comparizon-
standardized driven

Interaction Transactional, local Omni-channel, social

Technology Use Mone or minimal Reactive (search, click)

Brand Functional loyalty Emotional and social loyalty
Relationship
Sustainability Mot a focus Awareness growing

Al Era Customer—
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Al Customer

Infinite, hyper-personalized
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Al will unleash creativity

live

GenAl's hallucinations may turn
out helpful if we use them well

Dreamt-up stuff can inspire human creativity if we consider it a feature instead of a software bug

\
WA

isa author of ‘The Tech

nology ex
Whisperer’, and a M

asters in Al and Ethics

from Cambridge University.

erman chemist Friedrich Kekulé

was having

dream, of asnake biting itsown
tail, and he started won fthe six
carbon atomsinthe benzene molecule
had asimilar structure. This hallucina
tory experience led to the discovery of
the hexagonal ringstructure with alter
natingsingle and double bonds, a

everie, or day

ground-breaking concept in onganic
chemistry. Kekule wasnot theonly one
Dmitri Mendeleev reportedly had a

vision of the periodic table and Edison

claimed to mine his dreams for material.
Writer Stephen Kingclaimed to have

somnolent flight, and the masterpieces
of Van Gogh and Salvador Dali were
od by hallucinations

Theword ‘hallucinate’ entered the
technolog after the launch of
ChatGPT
G tive Al chatbots wercinve

mingup'alot of false and w
"Tsalterego Sydney

famously expressed its undying love for
aNew York Times reporter. A US lawyer
relied uponit to file a case against an
airline, but thejudge found that all

the cases cited were dreamt up by
ChatGPT. When I waswritinga paper
on Indian philosophy and privacy fora
Cambridge University course, ChatGP'T
authoritatively gave me five research

papers to cite—all of them wrong. This

hallucinatory ability of GenAl has peo

pleworried, especially when dealing
with enterprise use cases or applica
tions in healthcare or education. In fact
theefficacy of a lange language model
LLM) is often measured by how
it does or does not hallucinate, with
research companiesintroducing hallu
cinationindexes. A recent Comell
research (bit.hy/#8gko5Y) revealed that
GPT 3.5 hallucinated 69% of the i
and Meta’s LIaMA 2 hit an astoundin
88%level. While the later versions of
the models have improved substan

uch

tially, companies are worried that the
nonsense that these models spewout
could hurt their brand and stock price
anger customers and posea leg
However, weneed to thi
ently about this. What if ha
in LLMs are a feature, not a bu,

probabilistic construct of these models
promotes this behaviour, and it might
be impossible for Generative Al to be
accurate all the time. Whatif we start

of creativity (and, yes, hallucination) the

same way Kekuleand Dalidid? Sundar
Pichai of Google backs the thought. He
suggeststhat hallucinating could be a
feature and a bug, and that a GenAl

experience should be “imaginative, like

t the con
straints are when they're imagining
something.” Marc Andreessen of AIGZ

achild whodoesn'tknow wi

QUICK READ

remarked: “When we like the answer
wecall it creativity; when we do not, we
callit hallucination

Artists and creators have caught on.
John Thornhill haswritten in the
Financial Times (bit.by/'#2ESFNm) about
Martin Puchner, a Harvard profeessor
who*“loves hallucinations.” Puchner

talksabout how humans mix cultures
and inputs from previous generationsto
generate new stuff, and how civiliza
tionsadyance that way. “Culture,” he
says, “isa huge recyeling project.” This
is precisely what GenAl s doing. It is
borrowing, stealing, copyingand also
mashing up different inputs from
humans to create new stuff. Thus, says
Thor Hallucinations may not be

somuch an algorithmic aberrationasa
reflection of human culture.
lookingat GenAl asa forecastir
butasone that enhances our creative

westop

prowess by giving us innovative ideas

and content,"hallucinations’ would be
welcome. Modernartistsand creators
have started harnessing this power
Visual Electric, a California-based firm,
encourages hallucinations to create
new visualsand ideas (bit.ly/49AleAd
Austin Carr has written in BusinessWeck
afilmdirec aul Trillo, who
used GenAl tocreate an acclaimed short
filmwith psychedelic effect. Inworld Al
usesthe creativity of GenAl to help

video game developers build interactive

computer characters
We need tosee GenAl for what it s,

not confuse it with machine or deep

learning (which are also AT) and expect

itto make high-accuracy predictions.
Thinkof GenAlas a writer of fictis
non-fiction. It is the ‘creative sideof
GenAl that enables idez
production and bettery
with Copilot. Ifwe think like Stephen
Kingor Van Gogh an become an

immensely powerful ereative tool. As

for use cases that require exact answers,
weneed to be careful until these models
improve. Until then, as John Thornhill
concludes his FT article: “Caveat

prompter.” Gen-Al u

beware

Sam Altman

we'd like to show you what sora can do, please reply with captions for
videos you'd like to see and we'll start making some!

A}) Kunal Shah
Y

6./M

A bicycle race on ocean with different animals as athletes riding the
bicycles with drone camera view
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Does Data Shape Al,
or Can Al Lead Alone?

Let us ask the Al




The Role of Data in Shaping Al

1. Foundational Necessity: Data is the raw material that fuels Al algorithms. Without high-quality,
diverse datasets, Al models are prone to bias and inaccuracies.

2. Contextual Understanding: Al relies on data to learn context, patterns, and relationships. For
instance, Al in healthcare depends on medical datasets to make diagnoses or predictions.

3. Evolution of Models: Continuous data input allows Al systems to improve through training, fine-
tuning, and learning from real-world feedback.
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Can Al Lead Without Data?

1. Pre-trained Models and Transfer Learning: Al systems like OpenAl's GPT models leverage pre-trained
knowledge but still require domain-specific fine-tuning for accuracy.

2. Emerging Self-Improvement Capabilities: Advanced Al systems are exploring reinforcement
learning and synthetic data generation, reducing dependence on external data to some extent.

3. Knowledge vs. Intelligence and Creativity: Al without data may mimic intelligence or creativity but
lacks the ability to adapt to novel scenarios, making it less reliable in dynamic environments.
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Philosophical and Ethical Considerations

1. Does Data Equal Intelligence? Data-driven Al may reflect human knowledge but not creativity or
autonomy. Al "leading alone" suggests evolving beyond human input, raising existential questions.

2. Risk of Autonomy: If Al operates independently of data, it could become less transparent, posing
risks of decision-making without accountability.

3. Ethical Boundaries: The balance between data dependence and Al autonomy involves ethical
dilemmas about control, bias, and trustworthiness.
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Future Outlook

1. Symbiotic Relationship: Data and Al are interdependent. The future likely lies in a hybrid model
where Al uses pre-existing data, generates new insights, and adapts to novel scenarios.

2. Al as a Data Creator: Generative Al has started to create its own data (e.g., synthetic datasets), which
could pave the way for Al systems to "lead" within specific domains.

» jaspreet bindra

THETECHWHISPERER



Emergent Properties

Sparks of Artificial General Intelligence:
Early experiments with GPT-4

S tun Bebock Varun Cluodrascicina Hooon Eblan Lt Grlele
o Moo b Ris veer L Yo T Law Yourein L Soots Lantoere
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Emergent properties are the computational capabilities of AGI systems
that cannot be reduced to the properties of their individual components.
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“Something unknown is doing we don’t know what”
- Sir Arthur Eddington

GPT-4 vs ChatGPT

Prompt: Here we have a book, 9 eggs, a laptop, a bottle and a nail. Please tell me how to
stack them onto each other in a stable manner.

GPT-4:

One possible way to stack the objects onto each other in a stable manner is:

- Place the book flat on a level surface, such as a table or a floor. The book will serve as the base of
the stack and provide a large and sturdy support.

- Arrange the 9 eggs in a 3 by 3 square on top of the book, leaving some space between them. The eggs
will

form a second layer and distribute the weight evenly. Make sure the eggs are not cracked or broken, and
handla them gently to avoid dropping them.

= Place the laptop on top of the eggs, with the screen facing down and the keyboard facing up. The
laptop will fit snugly within the boundaries of the book and the eggs, and its flat and rigid surface
will provide a stable platform for the next layer. Make sure the laptop is closed and turned off, and do
not press any keys or buttons.

- Place the bottle on top of the laptop, with the cap facing up and the bottom facing down. The bottle
will add some height and balance to the stack, and its cylinmdrical shape will reduce the contact area
with the laptop. Make sure the bottle is empty and closed, and do not shake or tilt it.

- Place the nail on top of the bottle cap, with the pointy end facing up and the flat end facing down.
The nail will be the final and smallest cbject in the stack, and its sharp tip will prevent it from
rolling or sliding off the bottle. Make sure the nail is clean and straight, and do not touch or move
it.

ChatGPT

Prompt: Can you write a proof that there are infinitely

many primes, with every line that rhymes?

ChatGPT:

Sure! Here is a proof that there are infinitely many primes,
with each line of the proof rhyming:

Consider the set of all primes.

Call this set P and let it start with just two, the first
prime.

If we take all the primes in P and add one,

We get a new set of numbers that has never been done.

This set, call it 5, is composed of only composite numbers.
No primes will be found among them, that’s for sure.

But we know that there must be at least one prime,

Since 8§ iz infinite, and that much is clear.

If we take the smallest number in S that is not in P,
And call it p, we can add it to our set, don’t you see?
But this process can be repeated indefinitely.

Thus, our set P must also be infinite, you’ll agree.

So there you have it, a proof that’s quite solid.
There are infinitely many primes, that much we can see.
No need to be coy, no need to be contrite.

Infinity is a big number, just like P.

Prompt: Draw a unicorn in TiKZ.

ChatGPT: [Produces IATEX compiling

to following picture.]
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So, what can you do about it now?
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ai & beyond:z.
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Go Beyond D,

2.5 Million+ 100+ 120+

Our Impact People Impacted ~ Engagements Customers




THANK YOU
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